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“
“Far and away the best prize that life 
offers is the chance to work hard at 

work worth doing.”

Teddy Roosevelt
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Image 
Generation



Generating Images

◎ We’ll discuss two different ways of generating images
○ Variational autoencoders (VAEs)
○ Generative adversarial networks (GANs)

◎ These methods can also be used to generate sound, music or text, but 
we’ll focus on images
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Generating Images

◎ Main idea: sample from a latent space of images to create entirely new 
images
○ Latent space: a low-dimensional representation (vector space) where any 

point can be mapped to a realistic-looking image
○ The module that takes in a point from the latent space and generates an 

image is called a generator (in the case of GANs) or a decoder (in the case of 
VAEs)

○ Generates images never explicitly seen before
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GANs 
terminology
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VAEs 
terminology
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Images generated from a VAE



Concept vectors

◎ We want to create (learn) a latent vector space
○ We can think of this as embedding - just like what we will do with text and 

RNNs
○ Certain directions in the space may encode interesting axes of variation in 

the original data
○ Example: vectors that represent a smile or vectors that represent sunglasses

◎ Once we create these vectors we can edit images by projecting them into the 
latent space, moving their representation in a meaningful way, and then decoding 
them back to image space
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Autoencoders

◎ Autoencoders are neural networks used to learn efficient 
representations (encodings) in an unsupervised way
○ A type of dimensionality reduction  

◎ At the same time they learn to decode the representations into 
something very close to the input
○ Reconstructs the original image as much as possible

◎ Essentially “memorizing” images
○ Not creating (generating) anything new
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Autoencoders

◎ Used for
○ Denoising, face recognition, anomaly detection, dimensionality reduction, etc.

12https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73

https://towardsdatascience.com/understanding-variational-autoencoders-vaes-f70510919f73


Autoencoders
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Autoencoders
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Autoencoders
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◎ We can use the decoder 
portion of the VAE to 
generate new content 
(e.g. new images!) by 
sampling from the 
latent space



Autoencoders can build irregular latent 

space
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◎ But just an auto-encoder doesn’t guarantee that the latent space will be 
“regular” (that close points will map to close outputs)



What is a regular latent space?
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Variational Autoencoders (VAEs)

◎ Simultaneously discovered by Kingma and Welling in December 2013 
and Rezende, Mohamed, and Wierstra in January 2014

◎ A generative model especially appropriate for the task of image editing 
using concept vectors

◎ Modern version of autoencoders
○ Autoencoders are networks that encode an input to a low-dimensional 

latent space and then decode it back
○ The decoder learns how to reconstruct the original inputs with some added 

noise to create new images
○ Learn to compress the input data into fewer bits of information
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https://arxiv.org/pdf/1312.6114.pdf
https://arxiv.org/abs/1401.4082


Variational autoencoders are not 

deterministic
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Intuition of a regular latent space
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Variational Autoencoders (VAEs)
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Produces output 
similar to the input, 
but not exactly the 
same



VAEs

◎ Autoencoders aren’t great at creating nicely structured latent spaces and they 
also don’t generate anything new

◎ VAEs augment autoencoders to learn highly structured latent spaces and are able 
to generate new images

◎ Are regularized versions of autoencoders
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VAEs

◎ Rather than compressing the image into a fixed code in the latent space, VAEs 
turn the image into the parameters of a statistical distribution (a mean and 
variance)
○ Assume the input image has been generated by a statistical process and 

that the randomness of this process should be taken into account when 
encoding and decoding

○ A VAE uses the mean and variance parameters to randomly sample one 
element from the distribution and decodes that element back to the original 
input

◉ This process improves robustness and forces the latent space to 
encode meaningful representations everywhere: every point in the 
latent space is decoded to a valid output
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Autoencoders vs VAEs
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VAEs
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VAEs
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VAEs

◎ Algorithm steps:
○ An encoder module turns the input samples into two parameters in a latent space of 

representations, z_mean and z_log_variance
○ Randomly sample a point z from the latent normal distribution that’s assumed to 

generate the input image, via 

z  =  z_mean + exp(z_log_variance) *epsilon

where epsilon is a random tensor of small values

○ A decoder module maps this point in the latent space back to the original input image

◎ Having epsilon be random ensures every point that’s close to the latent location where you 
encoded the input image can be decoded to something similar to the input image - but not 
exactly the same
○ Also forces every direction in the latent space to encode a meaningful axis of variation 

of the data, making the latent space very structured and highly suitable to 
manipulation via concept vectors

29



VAE Training

◎ Parameters are trained using two loss functions
○ Reconstruction (generative) loss: measures how accurately the network 

reconstructed the images; forces the decoded samples to match the initial 
inputs

○ Regularization (latent) loss: measures how closely the latent variables 
match a unit Gaussian distribution; helps learn well-formed latent spaces 
and reduce overfitting to the training data

◎ Because this is a different type of loss, Keras allows you to have a custom 
loss function and add it as a layer to your network using the add_loss
layer
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VAE on MNIST Data
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Digits decoded from the latent 
space

Note how one digit morphs 
into another and that 
directions in this space have 
specific meaning (one 
direction for “four-ness”, one 
direction for “one-ness”, etc.



VAEs for Medicine
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VAEs for Medicine
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Generative 
Adversarial Networks 

(GANs)



GANs

◎ Introduced by Goodfellow et al in 2014

◎ An alternative to VAEs for learning latent spaces of images

◎ Enable generation of fairly realistic (have been increasingly realistic over time) synthetic images 
by forcing the generated images to be statistically almost indistinguishable from real ones

◎ Made of 2 parts:
○ Generator network: takes as input a random vector (a random point in the latent space) 

and decodes it into a synthetic image - trained to fool the discriminator network
○ Discriminator network (or adversary): takes as input an image (real or synthetic) and 

predicts whether the image came from the training set or was created by the generator 
network
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Intuition Examples

Think of someone trying to create counterfeit money who has a spy inside a bank. They can create 
the fake money and try to slip it past back employees. The bank employees will notice the fake 
money easily in the beginning, but as the spy relays information to the counterfeiter, they will make 
better fake versions of money that will be more difficult for bank employees to distinguish as fake. 
Meanwhile, the bank will come up with new ways of detecting the updated counterfeit money.
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Discriminator

Generator



Intuition Examples

Now think of someone trying to forge Picasso paintings. They will be bad in 
the beginning, but will improve over time with feedback from an expert art 
dealer on how they detected the fake art from the real paintings. At the same 
time, new, more advanced techniques will be discovered to spot forged 
paintings.
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GANs
◎ The generator learns to generate increasingly realistic images as it trains
◎ At the same time, the discriminator network is constantly adapting to the gradually 

improving capabilities of the generator
◎ After training, the generator is able to turn any point in its input space into a believable image
◎ Unlike VAEs, this latent space has fewer explicit guarantees of meaningful structure
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Training

◎ The optimization minimum isn’t fixed for GANs
○ Every step taken during gradient descent changes the entire landscape - the 

optimization process is dynamic
○ Need to find an equilibrium, not a minimum

◉ There are 2 opposing forces here - the generator and the discriminator

◎ Very difficult to train
○ Many parameters to tune
○ Complex model architecture

www.miketyka.com
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Training

◎ Implementation of a deep convolutional GAN (DCGAN) in Keras
○ The generator and discriminator are deep CNNs
○ A generator network maps vectors to images
○ A discriminator network maps images to a binary score estimating the 

probability that the image is real
○ A gan network chains the generator and the discriminator together: 

gan(x) = discriminator(generator(x))

Thus this gan network maps latent space vectors to the discriminator’s 
assessment of the realism of these latent vectors as decoded by the 
generator
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Training

○ You train the discriminator using examples of real and fake images along 
with “real”/“fake” labels, just as you train any regular image-classification 
model

○ To train the generator, you use the gradients of the generator’s weights with 
regard to the loss of the GAN model. This means, at every step, you move the 
weights of the generator in a direction that makes the discriminator more 
likely to classify as “real” the images decoded by the generator. In other 
words, you train the generator to fool the discriminator
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◎ Can you guess which image is from the training set (not created by the generator) 
in each column?
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GANs for Medicine

https://arxiv.org/pdf/1809.06222.pdf
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https://arxiv.org/pdf/1809.06222.pdf
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*GAN

◎ A ton of different GAN architectures 
have been created
○ cGAN
○ SeGAN
○ DCGAN
○ ACGAN
○ CycleGAN
○ MGAN
○ LSGAN
○ VAE-GAN
○ WGAn
○ ...
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http://livingreview.in.tum.de/GANs_for_Medical_Applications/
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http://livingreview.in.tum.de/GANs_for_Medical_Applications/


GANs for Medicine

https://arxiv.org/pdf/1703.05921.pdf
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